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Introduction

DRAM-based Main Me ddress Mapping Sc

Reducing the energy consumption of DRAM-based main memories becomes one of The schemes determine the data location on DRAM by using physical addresses of data.
the major issues on reducing total energy consumption of the whole system.
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3. Column read/write: selecting column in the row and read/write data requisite for reducing the Example: The rank-centralized scheme The rank-distributed scheme
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Impacts of Energy Consumption of the Address
The energy efficiency of the memory system is depending on Q? Energy Consumptlon Qf Breakdown of Time Suitable for Each Scheme
how much the rank-distributed scheme can be beneficial by reusing =rank-centralized ==rank-distributed ==row change rate write rate Hrank-centralized ™ rank-distributed
the contents of the row buffers that consume a large energy. . e 3y o
B i
. 210 %8s S 75w
« Key Metrics 508 2222 s
Los 02 g 8
Row change rate Eo4 03 5 & 25%
. h 500 0285 5
= (accesses to a different row from the previous access) / (all accesses) % UE < oo
X 05
High row change rate reduces the number of reuses on row buffers C R P EEE 9.0 > E R : 3 %b N NS S o>
9 9 @b{\\:&\‘i SN 1,& q@t@é\;é° Q’Z@&‘;@Q’»@‘i“\ &}Qﬁ/‘g@&;\f’@ 2 E Qﬁbi\z"}\ QQ'-‘QGOW‘QQ)@‘@Q@S?(‘QJ&O Qﬁ&ébqb\;i‘&@"&bob G‘\é\b&&
. . ol > o~ Jo* = v RN " " g o~ o7 T A s i
Write rate = (Write accesses) / (all accesses) RS S TS 2 T PSS FES PEES

High write rate enlarges the performance impact of the write-to-read The rank-centralized scheme can achieve less energy than  Each application includes phases suitable for both of the
latency, which costs latency for two consecutive write/read to the same row. the other when (write rate > 40%) and (row change rate > schemes
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- The scheme is changed every 8KB block, which is unit of data migration. The migration cost is included as the overhead

change rate and the write rate - The address-mapping table has 1MB entries, each of which needs 1bit, included as the overhead
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22% and 16% reduction from the rank-cent. and rank-dist. schemes, respectively
The overhead of migrations does not negate the beneficial effect of the proposed mechanism.
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Conclusions

+/ DRAM-based main memories consume a large energy cosumption, and it is required to reduce their energy consumptions.
+# To reduce the energy consumption of main memories, the dynamic memory address mapping mechanism is proposed.
+# Future Work: The thresholds to judge the suitable schemes should be quantitatively estimated by DRAM specifications.
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